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In this note two-parametric model, generated by distribution of moderate
growth, is considered. The parametric function of unknown parameters, for which
there is unbiased, effective estimate, is obtained. The estimate itself is built too.
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1°. Introduction. In order to obtain an effective estimates for unknown
parameter o =(6,c) with parametric set A={a=(60,c):0<60<1,c¢>0}in two-
parametric distribution of moderate growth (1)-(3) of paper [1], replacing

ln{l +£ _1j by (c—1)/y, we get the following distribution {p, (x)}; :
k

P () =(g(@)” 5 exp{(c—l)xz_:;L}, x=12,..,

(1.1)
o

pa(0)=(g(a))'l=(l+z Yexp{(c—l)xz_:li}] ,
=1 Yy m=0 W,

The moderate growth is defined by conditions:
w, =1 {w, 5 increases, Vlirfloc(l;/,{/l//,{_l) =1, S, =2 (ly,)<+w. (12)

x=1
We build the model (1.1)—(1.2), because the distribution {p,(x)}, of
random variable (RV) £ >0 belongs to two-parametric exponential class, i.e. the
representation holds (see [2])

2
Pa(x)= h(x)exp{zlA,-(a)T,-(x) +B(a)}, (13)

where all functions are finite and measurable with respect to corresponding
variables. Namely, in our case

h(x)=(y,) " exp{=S, (1)}, [i(N)=x, T,(x)=5,(x), 4(@)=Ind, 4(a)=c,
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B(a) =—Ing(a). Here we denote S, (x) = § (1/w,,)-
m=0

The belongings to exponential class allows, based on known facts of Mathe-
matical Statistics, to find the unique parametric function 7(a)=(r,(),7,(a)),

which has unbiased, effective estimate 7° = (rl*,r;) for distribution (1.1)—(1.2).

. sp 1
Let X" =(X,,X,,..,X,) beasample of size n>1 of RV &, X" =—>"X,,
n =

S, (X" = %Z}SW (X;). Note that the statistics (ZX,.,ZSW (X,.)j is complete,

i=1 i=1

sufficient statistics for two-dimensional parameter A(a)=(In6,c). It follows from
the form of likelihood function p,(X,)---p,(X,) of distribution (1.1)—~(1.2) and
from the Lehmann Theorem ([2], p.146). Then, due to Lehmann—Sheffe Theorem 2
(see, [3], p. 74), the introduced statistics is unbiased, optimal estimate for para-
metric function 7(a)=(E,S§,E,S, (§)), where E denotes the sign of mathematical
statistics. The effective estimate is also optimal. But the reverse statement, gene-
rally speaking, is not true. Anyway, in our case the optimal estimate is also
effective, which establishes the following

Theorem. For distribution (1.1)—(1.2) there is the unique parametric func-

tion, which has unbiased, effective estimate 7°. Moreover,
t(a)=(E$,E,S, (&)t =(X",S,(X")). (1.4)
2°. Method of Analysis. Introduce the following Conditions (R):
a) p,(x) is continuously differentiable by a € 4 for any x=0,1,2...
b) Theset {xeR:p, (x)>0} doesn’t depend on a.

dln p,(X,) 0lnp, (X))

¢) Denote Ii!j(a):Ea[ ],i,j=1,2, o, =0,a,=c.

o, oa;
Then the matrix I(a)=(I; ;(«)) is continuous by « and det/(a)#0. Denote
. , 0B(a) 0B(a
A(0) = (4 (@), Ay (@), 4, (@) = A (@) 0at; i, j=1,2, B(@) {%%} Then
1 2

, 1/6
A(a)=(4 ;(a)) =[ 0

0B(a 1 ogla 1 0B(a 1 oOgla
@_ L 8@ Ly B L ED__pse.
oq, g(a) 00 0 oa, g(a) oOc
The proof of Theorem is based on following known fact for exponential
class (see, for instance, [2], p. 158), satisfying Condition (R):

Oj Lo [9 Oj _ , _
, A(a) = is reverse to A'(a) matrix,
! 01 @.1)

The unique parametric function 7(«), which has unbiased,

effective estimate, and the estimate 7 itself, are defined from conditions (2.2)

t(@)=-B'(a)-(4'(@)", " =(n"'S,,n"'S,), where S, = Y T,(X,), j=1,2.

i=1
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Due to definition, 7" is effective estimate for 7(a) if the equality holds
D’ :%D(a)~1_1(a)~D(a)T. (2.3)
Here D,r =E,(c ~1(0) - ~7(0)), 7,(a)= af;“) i,j=1,2,
D(a)=(z;(«)), T denotes the transponation sign, I (a)j is the matrix
reverse to I(a).

Thus, the proof of Theorem consists in: verification of Conditions (R):
evaluation of (2.2) and transformation of (2.2) to the form (1.4); verification of
equality (2.3).

3°. Proof of Theorem. Due to (2.1) and (2.2), easily verified that (2.2) and
(1.4) coincide. Next, according to [2] (p. 158)

D, :lD(a)(A'(a))'l. (3.1)
n
Since 7,)(a) = Q‘IDagj’ tp(a) =cov,(E,S, (8), 75 (a) = 6 cov, (8,5, (),

Ty (a)=D,S, (&), where D is the sign of variation, cov — the sign of covariation,
therefore, (3.1) takes the form

b L ( oD cov, (€., (é))} .
n\ 0 cov,(£,5,(5) DS, (S)
On the other hand (see [2], p. 159),
1
I(a):D(a)rA,(a):l gDa-f cov, (&,S,(£)) ' (3.3)

cov,(£,5,(8) 0-D,S, (&)

Due to (3.2), (3.3), the estimate (1.4) is effective. It remains to verify the
fulfillment of Condition (R). Obviously, (a) and (b) take place. From Couchy—
Shwartz Inequality we have

det/ (@)= L (D,&-D,S, (&) ~cov, (€., (£))) >0
Thus, the condition (c) is fulfilled too.

The theorem is proved.
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2. Q. Znjhwihywh

Uppymiwdbn ghuhwnwljutikp swhwynp wgh pupunidng
Stws dnnkih hwdwp

Uohmunuiipnid nhunwplidws k dh bpljyupudbnpuljub tngly, npp stidws
tE swthwynp wéh  puppunudny: Uwnwgqus b wihuyn wwpwdbnpbkph
wupudbnpulub  $niuljghw, nph  hwdwp qompnit nitbh wbgknbh,
wpynibw b ghwhwnwljut: Yuenigqws k ipqus qhuwhwnwuljubp:

A.T. Oranecsin.

I peKTUBHDBIE OLIEHKH IS MO €M, MIOPOKIEHHOI
pacnpenejieHHeM YMEpPeHHOI 0 pocTa

B Hacrosmieii 3aMeTke pacCMOTpeHa JIByXnapaMeTprdecKasi MOJIeb,
MOPOXJICHHAsT PACIIPENIEIICHUEM YMEPEHHOT0 pocTa. [lonydeHa napamerpudeckas
(hYHKIIMSI HEU3BECTHBIX IMAPAMETPOB, JJII KOTOPOU CYIIECTBYET HECMEIICHHAS
a¢dextuBHas oneHka. HalineHa Takke cama OIleHKa



